Abstract

IN (Intelligent Network) has become one of the most critical technologies in the information industry because of its promise of quick service deployment, efficient network resource utilization, vendor independence through standardization, and the separation of intelligence and switching functionality. This essay gives a general description of IN (Intelligent Network) technology and application. 
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1. History and Key Concepts

The IN concepts, architecture and protocols were originally developed as standards by the ITU-T which is the standardization committee of the International Telecommunication Union, prior to this a number of telecommunications providers had proprietary IN solutions. 
The primary aim of the IN was to enhance the core telephony services offered by traditional telecommunications networks, which usually amounted to making and receiving voice calls, sometimes with call divert. This core would then provide a basis upon which operators could build services in addition to those already present on a standard telephone exchange.

A complete description of the IN emerged in a set of ITU-T standards named Q.1210 to Q.1219, or Capability Set One (CS-1) as they became known. The standards defined a complete architecture including the architectural view, state machines, physical implementation and protocols. They were universally embraced by telecom suppliers and operators, although many variants were derived for use in different parts of the world.

Following the success of CS-1, further enhancements followed in the form of CS-2. Although the standards were completed, they were not as widely implemented as CS-1, partly because of the increasing power of the variants, but also partly because they addressed issues which pushed traditional telephone exchanges to their limits.

The major driver behind the development of the IN system was the need for a more flexible way of adding sophisticated services to the existing network. Before IN was developed, all new feature and/or services that were to be added had to be implemented directly in the core switch systems. 

This made for very long release cycles as the bug hunting and testing had to be extensive and thorough to prevent the network from failing. 
With the advent of IN, most of these services (such as toll free numbers and geographical number portability) were moved out of the core switch systems and into self serving nodes (IN), thus creating a modular and more secure network that allowed the services providers themselves to develop variations and value-added services to their network without submitting a request to the core switch manufacturer and wait for the long development process. 

The initial use of IN technology was for number translation services, e.g. when translating toll free numbers to regular PSTN numbers. But much more complex services have since been built on IN, such as Custom Local Area Signaling Services (CLASS) and prepaid telephone calls.

2. Introduction

The Intelligent Network (IN) is an architecture that redistributes a portion of the call processing, that is traditionally performed by telephony switches, to other network nodes. 

The complete set of IN capabilities has not been fully realized, but it continues to evolve and be implemented over time. It is a radical shift in architecture that requires coordinated changes by both vendors and service providers on a number of levels. Over approximately the last 20 years or so, standards have been published that define a common framework to enable its adoption. 

The Advanced Intelligent Network (AIN) is a term that Telcordia (formerly Bellcore) uses for North American IN standards that were released in the 1990s. The Intelligent Network Capability Set 2 is the set of standards published by ITU, while the Advanced Intelligent Network 0.2 is the North American equivalent. 

It is basically a service-independent telecommunications network. That is, intelligence is taken out of the switch and placed in computer nodes that are distributed throughout the network. This provides the network operator with the means to develop and control services more efficiently. New capabilities can be rapidly introduced into the network. Once introduced, services are easily customized to meet individual customer's needs. 
The original IN networks were introduced by BELLCORE organization in the US in the mid 80's. The concept was a success over there and manufacturers all over the world - especially in Europe - began to develop it. 

Intelligent Network systems enable service providers to differentiate themselves from their competitors, increase revenue, and enhance the quality and scope of services to their subscribers. Services may be customized for each user, and end users can control their service through reconfiguration via the telephone or PC workstation. Because Intelligent Network systems often comply with standard interfaces, service providers are less likely to find themselves locked into their suppliers.

The basic promise of the Intelligent Network is to separate the core intelligence and databases for controlling services from the switching elements. This separation results in the optimization of software, database and hardware architectures, permitting developers and operators to implement value-added network and subscriber services, such as optimal routing, satellite-cellular roaming, voice mail, single number service, alternate billing, call forwarding, call barring and conference calling. These services translate into expanded network capacity and revenue while increasing subscriber-base and customer satisfaction. 

There are two types of INs in the world today. One has been developed by ITU and is called IN CS-1 (Capability Set 1). This is an international IN standard. The second one is the Advanced Intelligent Network, AIN which has been standardized over the past 15 years by Bellcore in the United States. 

3. Why intelligent networking?

The main benefit of intelligent networks is the ability to improve existing services and develop new sources of revenue. To meet these objectives, providers require the ability to:

3.1- Introduce New Services Rapidly

IN provides the capability to provision new services or modify existing services throughout the network with physical intervention. 

3.2- Provide Service Customization

Service providers require the ability to change the service logic rapidly and efficiently. Customers are also demanding control of their own services to meet their individual needs. 

3.3- Establish Vendor Independence

A major criterion for service providers is that the software must be developed quickly and inexpensively. To accomplish this, suppliers have to integrate commercially available software to create the applications required by service providers. 

3.4- Create Open Interfaces

Open interfaces allow service providers to introduce network elements quickly for individualized customer services. The software must interface with other vendors' products while still maintaining stringent network operations standards. Service providers are no longer relying on one or two vendors to provide equipment and software to meet customer requirements. 

3.5- Local Number Portability

Intelligent networking seems tailor-made for local number portability deployment. It can be used to centrally deploy local number portability from one or more service control points (SCPs) that act as the network "brain," providing the service ubiquitously and immediately to all service switching points over an SS7 network. 

The SCP centralizes local number portability service data, allowing for quick and relatively inexpensive administrative changes by a third party. All service providers have equal access to local number portability data. As following figure:
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The intelligent network is likely the most viable solution to fulfill the FCC (Federal Communications Commission)'s mandate. Once it is deployed, LECs (local exchange carriers) will find they have not only met the FCC mandate, they also have a new competitive advantage through intelligent network service deployment. 

Intelligent networking allows a wireless handset to be used as a cordless phone--charged at landline rates--when the user is close to home, or as a cellular phone when the user is farther away. The intelligent network services architecture also allows for easier customization of a service, further strengthening the LECs' competitive edge as they tailor offerings to their individual markets. 

And once the intelligent network infrastructure is deployed for local number portability, the incremental cost of installing new intelligent network services is reduced. 
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4. Intelligent Network Architecture?
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4.1- Individual Components: 
Service Switching Point (SSP): The SSP (Service Switching Point) performs basic call processing and provides trigger and event detection points for IN processing. The primary change for enabling the SSP (Service Switching Point) for IN is to switch software that implement the IN call model and supporting logic for all of the triggers and events. Different switching vendors can have a limited IN implementation that only supports a portion of the call model. The SSP (Service Switching Point) continues to handle the actual call connections and call state, as well as switch-based features. Currently, IN processing usually occurs at one or perhaps a few Detection Points so the SSP is still directing the majority of the call processing flow.
Service Control Point (SCP): The SCP (Service Control Point) stores service data and executes service logic for incoming messages. The SCP (Service Control Point) acts on the information in the message to trigger the appropriate logic and retrieve the necessary data for service processing. 
It then responds with instructions to the SSP about how to proceed with the call, thereby providing the data that is necessary to continue call processing. The SCP (Service Control Point) can be specialized for a particular type of service, or it can implement multiple services.
Adjunct: The Adjunct performs similar functions to an SCP (Service Control Point) but resides locally with the SSP and is usually on a smaller scale. The Adjunct is often in the same building, but it can serve a few local offices. It handles TCAP queries locally, thereby saving on the expense of sending those queries to a remote SCP—particularly when the SCP (Service Control Point) belongs to another network provider who is charging for access. The connection between the Adjunct and the SSP (Service Control Point) is usually an Ethernet connection using the Internet Protocol; however, sometimes SS7 interface cards are used instead. The line between the SCP and Adjunct will continue to blur as the network evolves toward using the Internet Protocol for transporting TCAP data.

Intelligent Peripheral (IP): The Intelligent Peripheral (IP) provides specialized functions for call processing, including speech recognition, prompting for user information, and playing custom announcements. Many services require interaction with the user and provide voice menu prompts in which the user makes choices and enters data through Dual-Tone Multi-frequency (DTMF) tones on the phone keypad or by speaking to a Voice Recognition Unit. In the past, some of these functions have been performed using the SSP, but this occupies an expensive resource. Moving this function into an IP allows the IP to be shared between users and frees up dependency on SSP resources.

Service Management System (SMS): Most of the IN services require the management of a significant amount of data. As with other IN nodes, multiple vendors exist that provide SMS solutions. The SMS generally consists of databases that can communicate with IN nodes to provide initial data loading and updates. The SMS systems often interface with other SMS systems to allow for hierarchical distribution of data throughout the network. While older SMS systems used X.25 to communicate with IN nodes, TCP/IP is now much more common.

Number services represent large portions of SMS data. LNP and toll-free numbers are examples; they require large amounts of storage with constantly changing data. The SMS provides the needed administration tools for managing these types of services.

Service Creation Environment (SCE): The SCE allows service providers and third-party vendors to create IN services. The section titled "Service Creation Environment" describes the SCE in more detail.

4.2- Detailed Explanation:

An IN infrastructure typically involves service logic on network platforms, an out-of-band signaling system, and IN-capable software in the network switch. With this infrastructure in place, service providers, end users and third parties can, in theory, create and modify services independently of switch vendors. 

No one knows exactly when the term Intelligent Networks first entered the telecom lexicon. Nor is it all together clear what differentiates an Intelligent Network from an Advanced Intelligent Network (AIN) outside of greater receptiveness to Independent Peripherals (IPs). 
What is clear is that the introduction of SS7 was a turning point. Eyeing the considerable revenues even such elementary services held, telecoms moved quickly during the late 1970s, and early 1980s to leverage their burgeoning SS7 platforms accordingly. 

For soon after the break up of AT&T in 1984, Bell Communications Research Inc. (Bellcore), the Baby Bells newly formed R&D facility, began modeling an AIN (Advanced Intelligent Network) architecture that regional holding companies could use to deploy value-added services quickly and cost effectively. 
In Bellcore now classic AIN (Advanced Intelligent Network) Model, Signal System 7 is used in one of two ways. If the call is an ordinary one, SS7 maps out and then initiates the necessary connections via established out-of-band procedures.
But if the call entails an enhanced service like voice-activated dialing, a more elaborate process is triggered. Here SS7 intervenes to divert the mainstream POTS (Plain old telephone service) call to especially dedicated databases called Intelligent Peripherals where the enhanced service resides. 
The call begins as any call would, its set-up signal directed to a service switching point (SSP), a multi-port network-server installed next to a matrix switch housed at a Class 5 Central Office Switching Station. The SSP (service switching point) reads the incoming signal first and realizes from its coding that special treatment is required. 

At this point, SS7 takes on the added responsibilities. It temporarily suspends call completion and queries a companion database server called a service control point (SCP) about where to reroute the incoming call. The SCP (service control point) rapidly scans the service logic and associated addresses to intelligent peripherals (IPs) contained either in its resident hard drives or in a remote host system. 
An answer in hand, the SCP (service control point) then signals the correct forwarding address back to the SSP (service switching point). The call, still idling at the SSP (service switching point), is then released and transported through the in-band trunk to its updated destination. 

The Service Management System (SMS) sits atop an AIN (Advanced Intelligent Network) much like the STP sits atop a SS7 switching system. It literally runs everything below it. The SMS (Service Management System) hegemony does not end there, however. Service Operators additionally configure the SMS (Service Management System) to manage such mission-critical tasks as billing or access authorization. 
An Intelligent Peripheral (IP) is no more than a computer linked via an open interface to a switch. The link most widely in use today is ISDN (Integrated Service Digital Network) basic rate, the switch a Service Control Point, the IP typically an enhanced service providers (ESP) standalone. The IP directly queries the SCP (service control point) for operating instructions since the caller service profile is stored at the SCP (service control point). 
ISDN communications between IP and SCP (service control point) is faster now that higher-layer protocols groom these transmissions just prior their leaving their signaling ports. And if powerful enough, the same intermediary SCP (service control point) switch can serve multiple off-networks IPs. If not, an array of complementary SCPs can be configured for the task. 
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5. Intelligent Network Architecture protocols?

INA (Intelligent Network Architecture) is based on the Signaling System #7 (SS7) protocol between telephone network switching centers and other network nodes owned by network operators.
5.1- SS7 Architecture

The main concepts (functional view) surrounding IN services or architecture are connected with SS7 architecture:

Service Switching Function (SSF) or Service Switching Point (SSP): This is co-located with the telephone exchange itself, and acts as the trigger point for further services to be invoked during a call. The SSP implements the Basic Call State Machine (BCSM) which is a Finite state machine that represents an abstract view of a call from beginning to end (off hook, dialing, answer, no answer, busy, hang up, etc.). 

As each state is traversed, the exchange encounters Detection Points (DPs) at which the SSP may invoke a query to the SCP to wait for further instructions on how to proceed. 

This query is usually called a trigger. Trigger criteria are defined by the operator and might include the subscriber calling number or the dialled number. The SSF is responsible for entertaining calls requiring value added services.

Service Control Function (SCF) or Service Control Point (SCP): This is a separate set of platforms that receive queries from the SSP. The SCP contains service logic which implements the behavior desired by the operator, i.e., the services. During service logic processing, additional data required to process the call may be obtained from the SDF. The logic on the SCP is created using the SCE.

Service Data Function (SDF) or Service Data Point (SDP): This is a database that contains additional subscriber data, or other data required to process a call. For example, the subscriber’s prepaid credit which is remaining may be an item stored in the SDF (Service Data Function) to be queried in real time during the call. The SDF may be a separate platform, or is sometimes co-located with the SCP (Service Control Point).

Service Creation Environment (SCE): This is the development environment used to create the services present on the SCP (Service Control Point). 
Although the standards permit any type of environment, it is fairly rare to see low level languages like C used. Instead, proprietary graphical languages have been used to enable telecom engineers to create services directly. The languages usually belong to 4G languages; the user can use Graphical Interface to manipulate between different functions to formulate a service.

Specialized Resource Function (SRF) or Intelligent Peripheral (IP): This is a node which can connect to both the SSP and the SCP (Service Control Point) and delivers additional special resources into the call, mostly related to voice data, for example play voice announcements or collect DTMF tones from the user.

5.2- SS7 protocol suite

  OSI Layer                                                             SS7 Protocols

  Application                                                  INAP, MAP, IS-41... TCAP, CAP, ISUP...

  Network                                                                    MTP Level 3 + SCCP 

  Data link                                                                   MTP Level 2 

  Physical                                                                     MTP Level 1

Signaling System No. 7 (SS7) is a set of telephony signaling protocols which are used to set up most of the world's public switched telephone network telephone calls. The main purpose is to set up and tear down telephone calls. Other uses include number translation, prepaid billing mechanisms, short message service (SMS), and a variety of other mass market services.

It is usually referenced as signaling System No. 7 or signaling System #7, or simply abbreviated to SS7. In North America it is often referred to as CCSS7, an acronym for Common Channel Signaling System 7. 
In some European countries, specifically the United Kingdom, it is sometimes called C7 (CCITT number 7) and is also known as number 7 and CCIS7 (Common Channel Interoffice Signaling 7).

There is only one international SS7 protocol defined by ITU-T in its Q.700-series recommendations. There are however, many national variants of the SS7 protocols. Most national variants are based on two widely deployed national variants as standardized by ANSI and ETSI, which are in turn based on the international protocol defined by ITU-T. Each national variant has its own unique characteristics. Some national variants with rather striking characteristics are the China (PRC) and Japan (TTC) national variants.

The Internet Engineering Task Force (IETF) has also defined level 2, 3, and 4 protocols that are compatible with SS7:

· MTP2 (M2UA and M2PA)

· MTP3 (M3UA)

· Signaling Connection Control Part (SCCP) (SUA)

But use a Stream Control Transmission Protocol (SCTP) transport mechanism. This suite of protocols is called SIGTRAN.

5.2.1: Intelligent Network Application Part (INAP)

The Intelligent Network Application Part (INAP) is a signaling protocol used in the intelligent network architecture. It is part of the SS7 protocol suite, typically layered on top of TCAP (Transaction Capabilities Application Part). It can also be termed as logic for controlling telecommunication services migrated from traditional switching points to computer based service independent platform. 

The ITU defines several "capability levels" for this protocol, starting with Capability Set 1 (CS-1). A typical application for the IN (Intelligent Network) is a Number Translation service. For example, in the United Kingdom, 0800 numbers are freephone numbers and are translated to a geographic number using an IN (Intelligent Network) platform. 
The Telephone exchanges decode the 0800 numbers to an IN trigger and the exchange connects to the IN (Intelligent Network).

The Telephone exchange uses TCAP (Transaction Capabilities Application Part), SCCP (Signaling connection and control part) and INAP and in INA (Intelligent Network Architecture) terms is a Service Switching Point. It sends an INAP Initial Detection Point (IDP) message to the Service Control Point. The SCP (Service Control Point) returns an INAP Connect message, which contains a geographic number to forward the call to.

INAP messages are defined using ASN.1 encoding. SCCP (Signaling connection and control part) is used for the routing. Extended form of INAP is Customized Applications for Mobile Enhanced Logic. TCAP (Transaction Capabilities Application Part) is used to separate the transactions into discrete units.

5.2.2- Mobile Application Part (MAP)
The Mobile Application Part (MAP) is an SS7 protocol which provides an application layer for the various nodes in intelligent networks and GPRS to communicate with each other in order to provide services to mobile phone users. The Mobile Application Part is the application-layer protocol used to access the Home Location Register, Visitor Location Register, Mobile Switching Center, Equipment Identity Register, Authentication Centre, Short message service center and Serving GPRS Support Node (SGSN).
Facilities provided: The primary facilities provided by MAP are:

· Mobility Services: location management (roaming), authentication, managing service subscription information, fault recovery,

· Operation and Maintenance: subscriber tracing, retrieving a subscriber's IMSI
· Call Handling: routing, managing calls whilst roaming, checking that a subscriber is available to receive calls

· Supplementary Services

· Short Message Service
· Packet Data Protocol (PDP) services for GPRS: providing routing information for GPRS connections

· Location Service Management Services: obtaining the location of subscribers

5.2.3- IS-41

IS-41, also known as ANSI-41, is a mobile, cellular telecommunications system standard to support mobility management by enabling the networking of switches in Intelligent Network. ANSI-41 is the standard now approved for use as the network-side companion to the wireless-side AMPS (analog), IS-136 (Digital AMPS), cdmaOne, and CDMA2000 networks. It competes with GSM MAP, but the two will eventually merge to support worldwide roaming.

IS-41 facilitates inter-switch operations like handoff and roaming authentication. IS-41 evolved through revisions 0, A, B, C, and D with increasingly robust and distributed calls processing between switches and their roamer databases. 
To describe IS-41 messaging requires special terminology to designate the telephone call's originating and terminating switch, called an MSC (anchor-MSC, candidate-MSC, homing-MSC, serving MSC and target MSC) and databases called VLR and HLR. For handoffs the messaging is between switches. For roaming and authentication, the messaging would include an HLR and a VLR. In both cases, the PSTN may be needed to carry messaging.

5.2.4- TCAP (Transaction Capabilities Application Part)

Transaction Capabilities Application Part, from ITU-T recommendations Q.771-Q.775 or ANSI T1.114 is a protocol for Signaling System 7 networks. Its primary purpose is to facilitate multiple concurrent dialogs between the same sub-systems on the same machines, using Transaction IDs to differentiate these, similar to the way TCP ports facilitate multiplexing connections between the same IP addresses on the Internet in the Intelligent Networks.

TCAP is used to transport INAP in Intelligent Networks and MAP (Mobile Application part) in mobile phone networks. TCAP (Transaction Capabilities Application Part) messages are sent over the wire between machines. 
TCAP primitives are sent between the application and the local TCAP (Transaction Capabilities Application Part) stack, all TCAP (Transaction Capabilities Application Part) messages are primitives but there are primitives that are not messages, i.e. some are only transferred inside the local machine. A TCAP primitive is made up of one or more TCAP (Transaction Capabilities Application Part) components.

5.2.5- CAP (Camel Application Part)

The CAMEL Application Part (CAP) is a signaling protocol used in the Intelligent Network (IN) architecture. CAP is a Remote Operations Service Element (ROSE) user protocol, and as such is layered on top of the Transaction Capabilities Application Part (TCAP) of the SS#7 protocol suite. 
CAP is based on a subset of the ETSI Core and allows for the implementation of carrier-grade, value added services such as unified messaging, prepaid, fraud control and Freephone in both the GSM voice and GPRS data networks. CAMEL is a means of adding intelligent applications to mobile (rather than fixed) networks. It builds upon established practices in the fixed line telephony business that are generally classed under the heading of (Intelligent Network Application Part) or INAP CS-2 protocol. 

Protocol specification: The CAMEL Application Part (CAP) portable software provides mechanisms to support operator services beyond the standard GSM services for subscribers roaming within or outside the Home PLMN (HPLMN). The CAP product extends the IN framework to GSM/3G networks for implementing IN-based services within GSM/3G networks.

CAMEL is used when the subscriber is roaming between networks, allowing the home network to monitor and control calls made by the subscriber. CAMEL provides services such as prepaid roaming services, fraud control, special numbers (e.g., 123 for voicemail that works everywhere) and closed user groups (e.g., office extension numbers that work everywhere).

The definition of the protocol may be considered to be split into 3 sections:

· the definition of the Single Association Control Function (SACF)/Multiple Association Control Function (MACF) rules for the protocol, defined within the prose of the specification;

· the definition of the operations transferred between entities, defined using Abstract Syntax Notation One (ASN.1);

· The definition of the actions taken at each entity, defined by means of state transition diagrams.

5.2.6- ISDN User Part or ISUP
The ISDN User Part or ISUP is part of the Signaling System#7 which is used to set up telephone calls in Public Switched Telephone Networks and Intelligent Networks (INs). It is specified by the ITU-T as part of the Q.76x series, ANSI (T1.113-YEAR) and Telcordia Technologies formerly Bellcore Generic Requirements document GR-246-CORE.

When a telephone call is set up from one subscriber to another, many telephone exchanges will be involved, possibly across international boundaries. To allow a call to be set up correctly, where ISUP is supported, a switch will signal call-related information like called or calling party number to the next switch in the network using ISUP messages.

The telephone exchanges are connected via E1 or T1 trunks which transport the speech from the calls. These trunks are divided into 64 kbit/s timeslots, and one timeslot can carry exactly one call. Each timeslot between two switches is uniquely identified by a Circuit Identification Code (CIC) that is included in the ISUP messages. The exchange uses this information along with the received signaling information (especially the Called Party Number) to determine which inbound CICs and outbound CICs should be connected together to provide an end to end speech path.

In addition to call related information, ISUP is also used to exchange status information for, and permit management of, the available timeslots. In the case of no outbound CIC being available on a particular exchange, a release message is sent back to the preceding switches in the chain so a new route can be tried.

5.2.7- Signaling Connection Control Part (SCCP) 

The Signaling Connection Control Part (SCCP) is a network layer protocol that provides extended routing, flow control, segmentation, connection-orientation, and error correction facilities in Signaling System 7 telecommunications networks. SCCP relies on the services of MTP for basic routing and error detection.

5.2.8 - Message Transfer Part (MTP)

The Message Transfer Part (MTP) is part of the Signaling System 7 (SS7) used for communication in Public Switched Telephone Networks. MTP is responsible for reliable, unduplicated and in-sequence transport of SS7 messages between communication partners. Different countries use different variants of the MTP protocols. In North America, the formal standard followed is ANSI T1.111. Regional Bell Operating Companies (RBOC) usually follow the Telcordia Technologies (formerly Bellcore) Generic Requirements document GR-246-CORE. In Europe, national MTP protocols are based on ETSI EN 300-008-1.
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6. Worldwide Working of Intelligent Networks 
6.1- How Intelligent Network Works?
All the working of the intelligent networks is based on the arranging and creating new services and monitors the old one for the sake of the benefits of the customers of that particular system. First of all the services are arranged in the form of special type of sequences for proper functioning. It is carried out with the help of special building blocks that is called as Service Independent Building blocks (SIBs). These blocks help to initiate the different types of notices and announcements. 

After this intelligent network monitor the overall performance of the system and turn on the new services of the networking system and setting the blocks two service lines such as two telephone lines. 
The function of this step is to give instructions to the conversation that is carried during the call. The main component of the intelligent network from the view of operator is SMS (Service Management System). 

Basically the main purpose of the system is to manage the access points and also take part in billing. Another important component of the intelligent system is the service control points (SCPs); it manages the different types of services between the line and the customer and also checks the automated announcements. Different types of other components of the intelligent network are also involved in the working i.e. SCF (service control function) or SDF (service database function).
6.2- Advantages of Intelligent Network
There so many advantage of the intelligent networks that take the moral of the technology high and can work for the benefits of the mankind. Some of the important advantages of intelligent networks are as follows:  
1. The one of the major advantage of the intelligent networks is the digitalization and the change of the line switching.

2. Intelligent networks manage the whole system or the services of the telecommunication and also monitor the whole system then run different programs

3. Intelligent networks also helps to increase the competition of the business of the market by producing or arranging new services

4. Intelligent networks enhance the evolution and development of new services for the customers or the users

5. Another important or the big advantage of the intelligent networks is that they are able to manage the inventions or the creations of the new telecom standards and enable the operating staff to mange the all types of services of that particular module.
6.3- Disadvantages of Intelligent Network
Where intelligent networks have many advantages it also has some disadvantages that throw a bad light on the working and the standards of the technology. Some disadvantages are as follows:
1. Some times they are not reliable and service providers use the non intelligent networks top maintain the reliability

2. Difficult configuration is also the disadvantage of the intelligent networks because it is created with the help of small pieces of hardware

3. And the operators need large expense for the installation or for the configuration of the intelligent networks i.e. it is quite costly.

7. Some useful Intelligent Network Services 

7.1- Local Number Portability (LNP)

The North American Local Number Portability Act of 1996 relies on IN technology to deliver number portability for subscriber numbers. Prior to LNP, blocks of phone numbers were associated to specific exchanges. Routing of interexchange calls was based on the NPA-NXX portion of the called number. The NPA identifies a particular geographic region, and the NXX identifies the particular exchange. 

The long-term goal of LNP is to associate the phone number with individual subscribers, effectively removing the network node association and allowing subscribers to keep their numbers. This means that, as users migrate throughout the network, a particular SSP will eventually handle many different NPA-NXX combinations instead of just one or two. Number Portability is being rolled out in phases that are designated by three different types of portability:

· Service Provider Portability

· Service Portability

· Location Portability

Service Provider Portability is the first phase and is currently being implemented. It allows subscribers to choose a different service provider but remain within their local region. More specifically, they must remain within their present rate center, which is generally defined as a local geographic area of billing, such as a Local Access Transport Area (LATA).

Service Portability gives the subscriber the ability to change types of service while keeping their same phone number. For example, a basic telephone service subscriber can switch to ISDN service without changing numbers.

Location Portability allows subscribers to change geographical regions and take their phone numbers with them. At this point, phone numbers will not necessarily represent the geographical area in which they reside.

Because LNP is removing the association between subscriber numbers and network nodes, some means of associating a particular user with a point of network access is required. Each office now has a Location Routing Number (LRN) assigned to it that uses the same numbering scheme that existed before the introduction of LNP. 

The LRN (Location Routing Number) uses the NPA-NXX-XXXX format to allow compatibility with the existing routing method that is used in the network. In essence, subscribers retain their numbers, while the exchange retains its primary identification number and creates a mapping between the two. This brings us to the point of IN's role in providing the LNP service. When the first subscriber within NPA-NXX changes service providers, the entire NPA-NXX is considered "ported," which means that this particular NPA-NXX combination has become a portable number and no longer represents a specific exchange. 

Every call to that NPA-NXX must now determine the LRN of the number that is being called. Because all subscribers with that NPA-NXX no longer necessarily reside in the same exchange, the exchange must be determined before the call can be completed. This immediately creates two needs that are readily satisfied using IN:

· Trigger an LRN (Location Routing Number) request for NPA-NXX codes that have been ported

· Maintain the relationship between subscriber number and LRN (Location Routing Number)
The SSP maintains a list of ported NPA-NXX codes. When the call is being translated, the called number's NPA-NXX can be compared with the list of ported codes to determine whether a query should be sent to the SCP.

NOTE: At the point in time at which most numbers are ported within each network spanning a numbering plan, it will no longer be necessary to determine whether a query should be performed. Queries will then be performed for all calls. This decision point is generally governed by individual service providers. Until that point, each SSP must differentiate between the codes that have and have not been ported.

The SCP maintains the relationship of subscriber numbers to LRNs. It maps the Called Party Number sent in the query to an LRN and returns the LRN (Location Routing Number) to the SSP. The SSP uses the LRN as the Called Party Number to route the call to the correct exchange and includes the real Called Party Number in the GAP parameter of the ISUP IAM so that the terminating switch can deliver the call to the subscriber. If the SCP determines that the number has not been ported, it simply returns the original Called Party Number, which the SSP uses to route the call. 

Below Figure shows an example of a subscriber changing service providers, resulting in their DN being ported from SSP B to SSP A. SSP B is considered the donor switch because it is donating a number that once resided at that exchange. SSP A is considered the recipient switch because it is receiving a number that it did not previously have. When the subscriber at SSP C dials the 392-4000 number, SSP C performs a number translation and determines that 919-392 is open to portability. 

Because the number is portable and does not reside on the local switch, an IN query is sent to the SCP. The SCP returns the LRN of SSP A, which is now the home for the dialed number. The call is then routed from SSP C to SSP A using ISUP signaling. The original dialed number is placed in the ISUP GAP, and the LRN is placed in the Called Party Number (CDPN) field. For more information about how ISUP is used with LNP, "ISDN User Part (ISUP)."

Local Number Portability Service
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The LNP service can be supported using IN/1, IN CS-1, or IN CS-2 call models. Using IN/1, the query sent to the SCP contains a "Provide Instructions/Start" component, while the response from the SCP contains a "Connection Control/Connect" component. In an AIN network, it is triggered at the SSP by the PODP (AIN 0.1) or SDS trigger at the Info_Analyzed DP. 

The AIN response from the SCP is an Analyze_Route message. Because the query could be performed at different points in the network, the LNP standards identify the N-1 network as the node for sending the query. This is the last network to handle the call before the terminating local network.
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7.2- Private Virtual Network (PVN)

The PVN is a service that uses public network facilities to create a private network. An organization with geographically separate locations can share an abbreviated dialing plan using IN to translate the dialed numbers into network-routable addresses. From the user's perspective, it appears that they are on a private network. To determine the call's routing address, the SSP that serves the originating access queries an SCP using the called number, ANI, and other information. An IN response is returned to the SSP with the new routing address and call processing is resumed.

Below Figure shows a company with three locations that are virtually networked over the PSTN. The company employees can use an abbreviated dialing plan to access other locations in the same manner as on-campus calls. The number the employee dials must be translated into an address that the PSTN can route. This happens transparently to the originator of the call, using the IN network to retrieve routing information. The call can then be completed across the PSTN to the San Jose location.

Private Virtual Network Service
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The PVN service can be supported using IN/1, IN CS-1, or IN CS-2 protocols. Using IN/1, the query sent to the SCP contains a "Provide Instructions/Start" component, while the response from the SCP contains a "Connection Control/Connect" component. In an AIN network, the PODP (AIN 0.1) triggers it at the SSP or the SDS triggers it at the Info_Analyzed DP. The AIN response from the SCP is an Analyze_Route message.

8. Intelligent Network Devices 

8.1- Intelligent Network Interface Device

An Intelligent Network Interface Device, more commonly known as an "iNID," provides DSL access and Advanced TV to customers subscribed to AT&T's U-verse (AT&T U-verse is a registered service mark under which AT&T offers VDSL and ADSL2+ services in various parts of the United States. It provides broadband internet access, TV, and phone through a fiber-to-the-node or Fiber to the Premise communications network) brand of services.

Unlike the traditional Network Interface Device or "NID" this replaces, an iNID includes an outdoor residential gateway and mounts to the side of the subscriber’s home in a hardened, weather-resistant enclosure that is easily accessible by carrier technicians.

By transferring intelligent gateway functions and all service and network terminations to the side of the house, the iNID eliminates the need to bring DSL into the house, eliminating the signal loss typical of in-home wiring. The location at the side of the house also allows for an easy connection between the iNID’s integrated VoIP function and the home’s existing phone wiring.

The outdoor location also provides carrier technicians with easy access to home coaxial cable wiring, which can be reused to distribute high-speed LAN technologies to video set-top boxes and other networked consumer devices throughout the home using HomePNA (Home Phoneline Networking Alliance).
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8.2- Intelligent Network Access Controller (iNAC)

The Intelligent Network Access Controller (iNAC) forms a radio frequency umbrella around a precisely defined target area and intercepts cellular devices within range. 
This managed access solution provides the system operator with the capability to selectively permit or deny communications from these cellular devices based on a rich policy engine, including allowing 911 calls from even unauthorized devices. This technology does not require changes to existing law in order to be operated. 

8.2.1- Advantages of iNAC

· Assurance that unwanted communications are being disrupted before they can occur
· Avoidance of resource-intensive measures to manually locate and retrieve devices

· Addressing not only cell phones, but subscriber identity module (SIM) cards which store contact lists and account plans, are as small as postage stamps and easily concealable, and can be transferred from one phone to another so that inmates can continue to place calls

· Availability of device and call information for forensic analysis consistent with applicable law

· A range of funding options to accelerate deployments and prevent further threat to the community at large

8.2.2- INAC for Corrections Facilities

Corrections institutions worldwide have been grappling with the pervasive and increasing threat to public security from prison inmates using contraband cell phones behind bars. Tens of thousands of cell phones have been confiscated across the U.S. in each of the past several years, yet the number continues to grow by as much as 70 percent annually. 
Corrections officials and governors have sought help from the federal government in the form of jamming, which continues to be illegal in the U.S. and disrupts necessary communications such as 911 emergency calls. 

In deployments and demonstrations in separate regions of the U.S., iNAC systems have registered hundreds of call and message attempts per hour on average, with contraband devices being denied while authorized devices are simultaneously permitted to complete calls. 

The iNAC Managed Access system (also referred to as Inmate Call Capture system) has received industry support including from the FCC, CTIA, the top four U.S. commercial mobile operators, and other carriers whose networks cover corrections facilities. With this important backing, Tecore has been actively working with correctional institutions to plan and deploy systems. 

8.3- Wireless intelligent network device controller
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Turn your life in an interesting manner by using the fabulous Wireless Intelligent Networked Device called as master-slave dynamic controller from Future Robotics Technology Center. There is something catchy in this gadget that it can easily capture the attention of all in just single glimpse. Efficiently equips with some small system-on-chip processors along with an ultimate ability of 3D well-arranged sensor which accumulates the senses around it. 
 As with its wireless technology you can easily detects the movements within a range of ten meters due to an efficient Bluetooth connectivity. Just allow yourself to explore the decent enabled technology device and expand your imagination this smart object place aside you. Maybe at first appearance it seems as a feeble gadget but you will experience its effect after using it and will consider its worth… 

9. Conclusion
The Intelligent Network is a continually-evolving model for distributed service processing in the telecommunications network. The models that represent call processing provide a generic interface for distributed control, thereby allowing intelligence to move out of the SSP. The IN model also fits well into some next generation telecom architectures such as those built on IP-based soft-switches. 

There are standards for delivering TCAP over the IP transport, such as the Bellcore GDI interface, which allows IN services to continue to work with little or no modifications. Adjuncts already provide IP connections to IN SLPs, so the migration path to IP-based IN networks is occurring. 

A common theme among the proposed next-generation architectures is distribution of the functions performed by switching exchanges and the IN model fits into this structure by providing a generic framework for both extending the PSTN and allowing it to interwork with the new architectures.

Of course, there are other intelligent endpoint architectures that provide alternatives to the IN model, such as the Session Initiation Protocol (SIP). The point of this chapter is not to debate the merits of which architecture is best but to provide an understanding of the IN architecture, which so heavily depends on SS7 signaling to function.

END OF Taha
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