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1 Decision tree in data mining

Decision tree used in data mining and machine learning, uses a decision tree as a predictive model which maps observations about an item to conclusions about the item's target value. More descriptive names for such tree models are classification trees or regression tree. 

In these tree structures, leaves represent classifications and branches represent conjunctions of features that lead to those classifications. In decision analysis, a decision tree can be used to visually and explicitly represent decisions and decision making. In data mining, a decision tree describes data but not decisions; rather the resulting classification tree can be an input for decision making.

2 Types
In data mining, trees have additional categories
· Classification tree analysis when the predicted outcome is the class to which the data belongs.

· Regression tree analysis is when the predicted outcome can be considered a real number (e.g. the price of a house, or a patient’s length of stay in a hospital).

· Classification And Regression Tree (CART) analysis is used to refer to both of the above procedures, first introduced by Breiman 

· CHi-squared Automatic Interaction Detector (CHAID). Performs multi-level splits when computing classification trees.

· A Random Forest classifier uses a number of decision trees, in order to improve the classification rate.

· Boosted Trees can be used for regression-type and classification-type problems.

3 Decision tree advantages

Amongst other data mining methods, decision trees have various advantages:

· Simple to understand and interpret. People are able to understand decision tree models after a brief explanation.

· Requires little data preparation. Other techniques often require data normalization, dummy variables need to be created and blank values to be removed.

· Able to handle both numerical and categorical data. Other techniques are usually specialized in analyzing datasets that have only one type of variable. Ex: relation rules can be used only with nominal variables while neural networks can be used only with numerical variables.

· Uses a white box model. If a given situation is observable in a model the explanation for the condition is easily explained by Boolean logic. An example of a black box model is an artificial neural network since the explanation for the results is difficult to understand.

· Possible to validate a model using statistical tests. That makes it possible to account for the reliability of the model
4 Why decision tree is important in data mining algorithms
· Decision trees are white boxes = means they generate simple, understandable rules.  You can look into the trees, clearly understand each an every split, see the impact of that split and even compare it to alternative splits.

· Decision trees are non-parametric= means no specific data distribution is necessary.  Decision trees easily handle continuous and categorical variables.

· Decision trees handle missing values as easily as any normal value of the variable

· In decision trees elegant tweaking is possible.  You can choose to set the dept of the trees, the minimum number of observations needed for a split, or for a leave, the number of leaves per split (in case of multilevel target variables).  And many more.

· Decision trees are one of the best independent variable selection algorithms.  If you really want to make a model with logistic (or linear) regressions or with neural networks, but first you want to reduce the number of variables by selecting only the relevant ones: use decision trees.  They are fast, and, unlike calculating simple correlations with the target variable, they also take into account the interactions between variables.

· Decision trees are weak learners.  At first sight this rather seems to be a disadvantage, but NO!  Weak learners are great when you want to use lots of them in ensembles, because ensembles, like bagging, boosting, random forests, trees become very powerful algorithms when the individual models are weak learners,.

· Decision trees identify subgroups.  Each terminal or intermediate leave in a decision tree can be seen as a subgroup/segment of your population.

· Decision trees run fast even with lots of observations and variables

· Decision trees can be used for supervised AND unsupervised learning.   Yes, even with the fact that a decision tree is per definition a supervised learning algorithm where you need a target variable; they can be used for unsupervised learning, like clustering.  For this, see one of my previous spots.

· Decision trees are simple. it is a simple algorithm.  No complicated mathematics needed to understand how they work.

· Decision trees deliver high quality models, are able to squeeze pretty much all information out of the data, especially if you use them in ensembles.

· Decision trees can easily handle unbalanced datasets.  If you have 0.1 % of positive targets and 99.9% of negative ones : no problem for decision trees

5 Decision tree Example
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6 The weather data example
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7 Limitation of decision trees

· The problem of learning an optimal decision tree is known to be NP-complete under several aspects of optimality and even for simple concepts. Consequently, practical decision-tree learning algorithms are based on heuristic algorithms such as the greedy algorithm where locally optimal decisions are made at each node. Such algorithms cannot guarantee to return the globally optimal decision tree. Recent developments suggest the use of genetic algorithms to avoid local optimal decisions and search the decision tree space with little a bias.

· Decision-tree learners can create over-complex trees that do not generalize the data well. This is called over fitting. Mechanisms such as pruning are necessary to avoid this problem.
· There are concepts that are hard to learn because decision trees do not express them easily, such as XOR, parity or multiplexer problems. In such cases, the decision tree becomes prohibitively large. Approaches to solve the problem involve either changing the representation of the problem domain (known as propositionalisations) or using learning algorithms based on more expressive representations (such as statistical relational learning or inductive logic programming
8 Algorithms of decision tree
There are two algorithms of decision tree.

· ID3 algorithm
· C4.5 algorithm

8.1 ID3 (Iterative Dichotomiser 3)

In decision tree learning,  ID3 (Iterative Dichotomiser 3)  is an algorithm used to generate a decision tree invented by Ross Quinlan. ID3 is the precursor to the C4.5 algorithm.

The ID3 algorithm can be summarized as follows:

1. Take all unused attributes and count their entropy concerning test samples

2. Choose attribute for which entropy is minimum (or, equivalently, information gain is maximum)

3. Make node containing that attribute

8.2 The ID3 metrics
The algorithm is based on Occam's razor  it prefers smaller decision trees (simpler theories) over larger ones. However, it does not always produce the smallest tree, and is therefore a heuristic. Occam's razor is formalized using the concept of information entropy:

8.2.1 Entropy
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Where :
· E(S) is the information entropy of the subset S ;
· n is the number of different values of the attribute in S (entropy is computed for one chosen attribute)
· fS(j) is the frequency (proportion) of the value j in the subset S
· log2 is the binary logarithm
An entropy of 0 identifies a perfectly classified subset while 1 sshows a totally random composition.

Entropy is used to determine which node to split next in the algorithm, the higher the entropy, the higher the potential to improve the classification here.

8.2.3 Gain
Gain is computed to estimate the gain produce by a split over an attribute :
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Where :

· G(S,A) is the gain of the subset S after a split over the A attribute

· E(S) is the information entropy of the subset S
· m is the number of different values of the attribute A in S
· fS(Ai) is the frequency (proportion) of the items possessing Ai as value for A in S
· Ai is ith possible value of A
· [image: image5.png]S 4.



is a subset of S containing all items where the value of A is Ai
Gain quantifies the entropy improvement by splitting over an attribute : higher is better

9 C4.5 algorithms
C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan[1]. C4.5 is an extension of Quinlan's earlier ID3 algorithm. The decision trees generated by C4.5 can be used for classification, and for this reason, C4.5 is often referred to as a statistical classifier.

This algorithm has a few base cases.

· All the samples in the list belong to the same class. When this happens, it simply creates a leaf node for the decision tree saying to choose that class.

· None of the features provide any information gain. In this case, C4.5 creates a decision node higher up the tree using the expected value of the class.

· Instance of previously-unseen class encountered. Again, C4.5 creates a decision node higher up the tree using the expected value.

J48 is an open source Java implementation of the C4.5 algorithm in the weka data mining tool.
